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Preface

This book arose from a realisation that modelling using mathematical programming should be tightly linked with algorithms and their software implementation to solve models. Such linkage is necessary for a full appreciation of the methods used to model problems that will ensure they can be solved successfully. While there exist textbooks concentrating on the pure mathematics aspects of optimisation, and others which just describe applications without providing sufficient technical background, we see our book as trying to provide a link between applications and the mathematics required to solve real-world problems. Few textbooks have integrated modelling with state-of-the-art commercially available software. Our book will also incorporate this missing link and will include the software to solve the models discussed.

Optimisation using mathematical programming is an important subject area as it can determine the dramatic savings available to organisations that could not be achieved by other means. In the book, examples are cited where organisations are saving many millions of pounds (sterling) or dollars (US) by using optimisation methods. Mathematical optimisation models are tools that can help people in the process of making decisions concerning the use of resources and saving costs.

Mathematical programming also provides a way to solve problems that, because of their size or other features, would not otherwise be solvable by other methods. In major cities, for example London, mathematical programming models influence the control of the flow of domestic water through the city as the model is used to determine the most efficient strategy to move water from source to user as peaks and troughs in the usage pattern develop. Thus, the results from mathematical programming models are literally all around many of us.

The need for a source book of material on the subject was recognised while teaching at Heidelberg University and Loughborough University and while planning conference sessions on the practical relevance of mixed integer optimisation.

Although there is an extensive literature on mathematical programming, the paucity of instructional materials in the area of efficient modelling and solving real-world problems is striking. The student, researcher, or indus-
trial practitioner must read between the lines of material, usually only available in journal articles or similar, to glean the details of the modelling process and the “tricks of the trade”. Yet the need is acute: as with many other areas of science, the computer revolution has given many modellers in industry as well as at universities the tools to attempt to solve realistic and complex models. In this work, we endeavour to provide a suitable background as an aid to the novice modeller, a useful reference book for the experienced modeller, and a springboard for the development of new modelling ideas. In particular, by tailoring the book around a commercially available software package we are able to illustrate some of the subtle details that determine the success or failure of the modelling efforts.

Readership
This book has been planned for use by more than one type of readership. Most of the book is designed to be used by readers who possess fairly elementary mathematical skills, i.e., the use of algebraic manipulation, and it is made clear which sections are not of this type. Further mathematical skills required are developed during the course of the book but the presentation should not prove too daunting. The material is suitable for use in courses in Business and Management Studies and operations research environments. Readers with stronger mathematical skills (e.g., linear and matrix algebra) and experienced practitioners in the field will still find much to interest them as the logic of modelling is developed. The book, therefore, will provide appropriate course material for lecture courses, short courses and self-teaching on the topics contained in it.

As some material is for the more advanced reader, or for the reader to use on a second pass through the book, certain sections in chapters have been marked as “advanced”. These sections may be omitted on a first pass through the book. The more advanced parts of the book are written in such a way that it is sufficient if the reader is familiar with the basic concepts and techniques of linear algebra. A discussion of some foundations of optimisation is provided at the end of some chapters, where it is helpful if the reader has familiarity with calculus techniques. It is also expected that the later advanced chapters will be read only once the reader has started to build models in earnest. A glossary at the end of the book will provide further help.

Scope
The focus of the book is primarily on models, model applications and individual case studies rather than algorithmic details. However, because the success of solution of complex problems requires efficient problem solving, it is important that models and algorithms are tightly connected. Therefore, we also concentrate on the mathematical formulation of models and the mathematical background of the algorithms. The understanding of the
mathematics involved in a problem or model explains why certain model formulations work well while others do not. We have tried to present in this book a self-contained treatment of the subject where possible. The presentation of the material is not too far away from what real modelling in business looks like. Most of the case studies have a commercial or industrial background. For instance, some of the case studies in Chapter 10 stem from problems recently analysed and solved in a mathematical consultancy group in the chemical industry.

**Organisation**

Chapter 1 gives an introduction and overview of the field. Parts of this chapter, in particular the details on the software used in this book, can be skipped by the experienced practitioner. An overview on the history of optimisation is presented in the appendix to Chapter 1. It is presented as an appendix because it requires some familiarity with the terminology of the subject. This chapter and parts of Chapter 2, illustrating how small linear and integer programming problems may be formulated, are kept on a very elementary level appropriate to the novice without a background in mathematics. In Chapter 3 we provide a systematic overview of mathematical solution techniques on both linear and mixed integer programming. Exercises are included at the ends of chapters. These exercises can be tackled by hand or by using the software, where appropriate, included with the book.

Types of linear programming problems and their modelling are discussed in Chapter 4. Chapter 5 is a collection of case studies in the framework of linear programming. Chapters 6 and 7 cover foundations of integer programming while in Chapter 8 case studies are discussed. In Chapter 9 we consider how practitioners may best set up and solve their optimisation problems and in Chapter 10 we consider examples of large cases. Then in Chapter 11 we consider other types of optimisation, e.g., sequential linear, quadratic and mixed integer nonlinear programming. Chapter 12 reflect the authors’ views on mathematical optimisation and modelling, how it is and should be used, and what is to be expected from it in the future.

Certain sections of chapters may be skipped by readers new to the area of optimisation. They are marked by ⊖ in the section heading. These sections should be read through when required on a subsequent reading.

**Instructors Manual**

An Instructors Manual is available to bona fide lecturers.
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